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Condor allows for the specification of synopsis-based streaming
Jjobs on top of general dataflow engines. It provides a collection
of twelve synopses and an infegration to Apache Flink, however
our techniques can be infegrated info any dataflow engine that
supports window processing. Users can intfegrate any new user
defined synopsis into our framework using our APl and Condor
will provide a scalable processing environment.

/\ 2N AN LS

Synopsis >»Mergeable?— Commutative?— Invertible? —| *

}os

instanceOf yes yes yes| AOSE
no &
no no EDC
" \ /
System Optimizations -------=ccecmmammcccaan... ;

" EPC
. EPC = Enable Parallel Computation ! Order-based? —>| EPC -
: AOBE = Accept Out-Of-Order Elements yes AO3E |
t EDC = Enable Decreasing Updates
no

N0n-mergeab|e_>[ Centralized ]

Computation

Synopses Evaluation

Windowed
Synopses Evaluation

Synopses stream . Results stream

‘.EF

Wo | —AWo ) Rap Rao Rap Rap Rop >

\

Queries stream

Q4,0 QB,O QZ,O Ql,O QU,O

Thread O

Wy

Q4,P Q3,P QZ,P Ql,P QO,P

Rip Rip Rop Rip Rop >

Thread P

Condor also offers a set of operators to efficiently evaluate
a synopsis stream. These operators follow the broadcast state
strateqgy, where every synopsis IS broadcasted to all parallel
Instances of an operator, so that the system can evaluate
them against all the elements coming from the query stream.
This way, the system can query the same synopsis simultane-
ously on every thread, even as each synopsis was constructed
nly once.
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We model synopses as stateful window aggregate functions,
doing so enables us to mainfain any one-pass synopsis In a dis-
fributed setting as we can use the divide and conquer strategy.
Condor splits this synopses computation into three phases and
utilizes different processing strategies in each of them based on
fhe user’s configurations.

*Divide Phase: Condor distributes the input data sfream among
all nodes to fully exploit the available parallelism.

«Compute Phase: Condor maintains a synopsis for each parti-
floned window.

«Merge Phase: Condor merges the parfial synopses without
parallelism If both possible and required.
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b) Concurent Windows

c) Global Synopses d) Stratified Synopses

Condor outperforms custom one-off implementations in Flink
(Figures a) and b)), showing high performance even in scenarios
with a high number of concurrent windows.
Condor also outperforms related works as Yahoo's DataSkefches
(Figures c) and d)), showing that our implementation is specifically
designed for high parallelism applications.
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e) Scalability Yahoo! DataSketches with Condor

An essential feature of Condor iIs fthat it allows users to im-
plement their synopses via a simple APl. This way, users can
focus on the application logic instead of Iinfricate infernal de-
fails. We tested this feature by adapting Yahoo's HLL sketch
implementation to our API, showing that Condor enables any
mergeable synopsis to scale linearly with the parallelism.
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